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ABSTRACT 
Computational Linguistics and Natural Language Processing 
have changed considerably in the past few decades.  Early 
research focused on representing and using linguistic knowledge 
in computational processes such as parsers, while these days the 
field focuses on practically-useful tasks such as information 
retrieval and chatbots.  Currently our Deep Learning models 
have little to do with linguistic theory.   

For example, the Oracle Digital Assistant is built on top of 
generic “Foundation” Deep Learning models. An intermediate 
Focusing step adapts these models to specific enterprise domains. 
Transfer Learning is used to refocus these models onto specific 
customer-oriented tasks such as Intent Classification, Named 
Entity Recognition, as well as more advanced models such as 
text-to-SQL sequence-to-sequence models. These technologies 
have revolutionised the application of NLP to practical problems 
with commercial relevance, enabling us to build better systems 
faster and cheaper than ever before. 

Linguistic insights aren't gone from the field, however; they play 
a critical role in data manufacturing and evaluation. This talk 
explain how we use hundreds of different evaluations to 
understand the strengths and weaknesses of our models in the 
Oracle Digital Assistant, and how we automatically use this in 
hyper-parameter tuning.  It also describes areas where additional 
research is still required before we can claim that NLP has 
become an engineering field.  
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